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Abstract. This paper addresses the issue of providing tirfagcasts for dis-

aggregated fiscal data. In the aftermath of the828W9 crisis governments
have become increasingly aware of the importancegetoerate trustworthy,

time-consistent budget forecasts. Recently, seveapers (Onorante et.al.,
2008; Pedragal & Perez, 2010; Hallet et.al., 20&Rysels & Ozkan, 2012)

showed that using intra-annual data can increasdsting performance. In
addition, these models can provide governments ‘@ehly warning signals”.

A second strand of literature (Lutkepohl,2010; Askmpoulos et.al.,2013) rec-
ognizes that aggregating the forecasts for diffeependiture and revenue
components reduces the forecast error of the negutudget deficit. Unfortu-

nately, little evidence is available concerning st models for specific reve-
nue categories like stamp duties or inheritancestax

In this paper we contribute to the literature bydeling the regional revenues
of stamp duties using quarterly and monthly dateedag the time period
1994-2013. More than 60 models were tested, inatu@i-theoretical AR and
(E(G))ARCH models, and more theory driven DL, ADLAR, VEC models.
In addition, combination forecasts were produceste€ast horizons vary from
one month ahead to 2 years ahead; model selestibased on the Aikake In-
formation Criteria and on theoretical argumentsnsténg from housing mod-
els. Performance evaluation is based on MPE, MARERMSPE of both in-
sample as well as out-of-sample forecasts..

In general, multivariate models show lower in-sanfarecasting errors than
univariate models. Based on the out-of-sample padoce, theory driven

models outperform the least complex models for telhndorecasting horizons.
However, with forecasts heading for 2 years theedbormance of the more
advanced models is less convincing. In additios, réssults reveal that combi-
nation forecasts strongly enhance the accuracyaofis duties revenues fore-
casting models. In general, the results are inwitk the findings of Favero &

Marcellino (2005) : simple forecasting models andhbined forecasts outper-
form more complicated specifications.
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1 I ntroduction

Each Spring, Euro area Member States submit thabil8y Programs (SP) to the EC

and the Council of the EU. This part of the preixanarm of the Stability and Growth

Pact has become a central tool for the implemamtaif the European fiscal surveil-

lance framework. The main function of the SP isllow the EC to assess whether
Member States succeed in reaching their medium-bergetary objectives (MTOS),

and if not, whether they are implementing adjustoadicies to reach the targeted
deficit and debt levels.

Though the EU- Member States have been formula&@iRgfor more than 15 years,
recent legislation has urged them to invest evememno tools and methods to
strengthen fiscal surveillance. Directive 2011/85/df the EU Council explicitly
demands the fiscal plans to be based on the malsitie macroeconomic and budg-
etary forecasts possible (EC,2011; ESM Treaty, R012equires a study of the main
fiscal variables based on different assumptionatirej to growth and interest rates.
The Directive forces to adopt minimum standard$wéigard to accounting, statistics,
forecasting, numerical fiscal rules, medium-ternddpetary frameworks and transpar-
ency. Since May 30 2013 the Two Pack-regulationstsv&U-Member States to ap-
ply these standards not only to the Spring SP aladt to the draft of the next year’'s
budgetary plan which has to be transferred to theriid-October.

In addition, due to the trend towards increasisgdi decentralization across most of
the EU countries, more attention is given to thddaiary outcomes of the subnation-
al governments (Eyraud & Badia, 2013; European Csion, 2012). Whereas the
efficacy of the SP used to be mainly the respolitsilif a country’s central govern-
ment, the EU-Six Pack regulation now explicitly sifkr designing fiscal rules for
subnational authorities (Van Hecke, 2013). Thisulatipn especially affects Bel-
gium, which is generally acknowledged to show ohéhe most far-reaching levels of
decentralization in the EU. Six constitutional mefie gradually transformed the Bel-
gian unitary State into a federal state made uphiafe tiers of subnational govern-
ment (regions and communities; provinces; munidipa). The 2001 State reform
resulted in a considerable increase in the taxraumy of the regions. In 2014 these
governments had full taxing powers concerning prigptaxes, traffic taxes, stamp
duties, inheritance and gift taxes and a few mtages. For the Flemish region, these
regional taxes amount up to 19.7% of the regioegenues in 2014 (Rekenhof,
2014). As such, to safeguard the general budgétagets, these revenues deserve to
be monitored carefully .

Yet, with the exception of the property taxes, ¢hemgional taxes are still collected by
the federal government agencies. Consequently-ldmish government receives its
tax projections from the federal government. Duétking information, the regional

government is not able to determine underlyingdseand determinants. However,
starting from January 1 2015 the Flemish governnseatl take over the tax collec-



tion for the stamp duties and the inheritance talteberefore felt the need to invest
in developing forecasting models for both thesesax

In this paper we model the regional revenues ahgtaluties using quarterly and
monthly data covering the time period 1994-2013réMilnan 60 models were tested,
including a-theoretical AR and (E(G))ARCH modelsdamore theory driven DL,
ADL, VAR, VEC models. In addition, combination fa@sts were generated. For
each of the models forecast horizons vary from imoath ahead to 2 years ahead,
offering now casts next to medium term forecasted® selection is based on the
Aikake Information Criteria and on theoretical amgnts, stemming from housing
models. MPE, MAPE and RMSE of both in-sample ad agbut-of-sample forecasts
were produced to evaluate the models.

The paper is organized as follows: in the nextiseove discuss forecasting models
for tax revenues; section 3 briefly presents trerfidh stamp duties legislation; sec-
tion discusses the additional data used in thec&sting models; section 5 is the
methodological section; section 6 presents thelteeand section 7 provides conclu-
sions.

2 Forecasting Tax Revenues

As the purpose of this paper is to provide timelyspects for the Flemish stamp du-
ties revenues, the literature on relevant foresgsthodels was screened. A general
observation is that fiscal forecasts predominaafply to deficits, total expenditures
and total revenues (Favero & Marcellino, 2005; Gmee et.al., 2010; Pedregal &
Perez, 2010; Ghysels & Ozkan, 2012; Aspergis & @poR013). Silvestrini et.al.
(2008); Buettner & Kauder (2010) and Asimakopoutbsl. (2013) test forecasting
models for more detailed revenue categories, buhatmost disaggregated level,
taxes are still clustered into 4 broad groups (@gpme taxes, sales taxes, corporate
taxes and other less important taxes). No spetifidels were found regarding stamp
duties revenues.

Buettner & Kauder (2010) reviewed the revenue fasing methodology used by 14
OECD countries, including Belgium. Corporate tax@sl income taxes are mostly
estimated in an indirect way, i.e. based on macn@nic aggregates like GDP, na-
tional income or income from entrepreneurial atjivin Belgium, Austria and Cana-
da the forecasts of the macroeconomic aggregatesxagenous, but in countries like
the UK or the Netherlands they are part of macroenuc recursive models. These
iterative models are also used by the IMF, OECDBEEC, CBO. Fiscal variables
are simultaneously determined with economic growtfiation and other macroeco-
nomic tax base determinants. In these models revprojections ERy;) in year t at
horizon j are based on two main determinants: howad revenues react when the tax
base TB changes and what will be the effect ofcpotheasures or specific shocks

(P):



Et(R+) = gix E(TBuj) + Py
Et(TBt+j) = Ogpx TBt + g P,

Whereas the tax elasticity.() is currently generated by means of macroeconomic
simulations, through regression analysis or deriveth the detailed information on
the distribution of income and revenue, policy ontes are far more dependent on
the judgment of the analyst (Leal et al. 2007). SEhelasticity models are usually
built with yearly or quarterly national account aand provide forecasts for the gov-
ernment in general, rather than for the underlgiogernment levels.

Though these macroeconomic models are useful tergenmedium term prospects,
policy makers also need forecasting models on ahnmicre detailed level and for
much shorter time horizons. In the case of the Hergovernment for instance, reve-
nue forecasts for the regional taxes are needesseTbhould enable policymakers to
prepare the year t+1 budget prognosis asked fathéyEC mid-October in year t.
Next, forecasts for 1 to 2 years ahead are negegsanonitor how the regional gov-
ernments fit in the MTO of the SP.

For excise taxes, or taxes only weakly relatedvéorhbacroeconomic aggregates, trend
extrapolation based on tax revenues of former yaagdsvector-autoregressive (VAR)
models seems to be the dominant practice (Bueftii&auder,2010).

Regarding forecasting performance, Favero & Mairm@l(2005) conclude that the
outcome of simple time series models and poolegcasts outperform more compli-
cated specifications. More specifically, they comepthe Random Mean Squared
Error (RMSE) of 8 models (autoregressive movingrage models (ARMA), one and
two lag VAR, single country structural models, npl# country structural models,
pooled forecasts based on the mean and the metlidre dorecast of all models,
Random Walk model (RW)). The analysis applies faan€e, Germany, Italy and
Spain and is based on OECD-data collected at semiad frequency, for the period
1981-2001. The one step ahead forecasts of theréotsipts show that the RW model
generally performs the best. Except for Spain the lag VAR model produces the
largest RMSE. Comparable results are presentettiéavo step ahead forecasts.
Buettner & Kauder (2010) test the performance efrtiodels used in 14 OECD coun-
tries to forecast 4 groups of tax revenues. Theg fhe largest mean forecast errors
for Canada and the Netherlands. The forecast eiwoBelgium are higher than aver-
age, but estimates still are quite accurate, acugitd the standard deviation. Ten out
of fourteen countries show negative means, indigatinderestimation. The analysis
further reveals that forecasting precision is gigantly influenced by how far ahead
tax prospects (= time span) are generated andebypumber of taxes in the tax sys-
tem. Precision increases in case the forecastsatrelated by an independent agency
instead of the Ministry of Finance. The interactidar tax type and time span, reveal
that especially corporate taxes become more harfdrezast when the analysis is
meant to generate prospects for longer periodsdalésing endogenous macroeco-



nomic models only significantly decreases the disipa of the forecast errors in case
of the corporate taxes.

When forecasting specific tax revenues for polickimg purposes, the following
additional issues are important. First, overprgalicis much more harmful than un-
derprediction. A lot of studies confirm conservatforecasting strategies, pointing to
the forecaster’'s loss-aversion (Kroll, 2011). Ye&tetchshneider and Schroeder
(1988), Gentry (1989), Feenberg, Gentry, Gilroyd @osen (1989), Rogers and
Joyce (1996) argue that the political and admiaiste costs associated with overes-
timating are greater than for underestimating tsenues. Systematic overprediction
is an important criterion when choosing the appeiprmodels to avoid the structural
derailment of the budget.

Second, for policymaking purposes, models are rigetiat allow for timely correc-
tive actions (Vlaams Parlement, 2013). To provideegnments with “early warning
signals”, models should be tested using intra-andata rather than annual ESA95
Economic Accounts data. Recently, several papensi@te et.al., 2008; Pedragal &
Perez, 2010; Hallet et.al., 2012 and Ghysels & @zRA12) address the performance
of models using intra-annual data. Pedragal & P&610) tested the performance of
4 moving sum models and 4 flow models mixing anrarad quarterly ESA95 data
with monthly cash accounts on a dataset coveril®g®07 subsets of EU countries.
Next to the cash deficit, aggregate indicatorsotditrevenues or expenditures were
targeted by the models. Comparison of the modelSR with that of a quarterly
(QRW) and an annual random walk (ARW) model shotirad all models with intra-
annual updating outperform the ARW and show superidcomes than the QRW
model. The moving sum models and the flow modetslpce fairly similar results.
Onorante et al. (2010) construct a state space Imbdaging together 2 different
models. The first one is an Error Correction MofleCM) to explain annual fiscal
indicators (deficit, total revenues, total expeundit all expressed as % of GDP); the
second one is an appropriate model for the intrasahindicator variables. As such
the annual forecasts produced by this model aredbas recent observations that
enter the dataset from the moment they are availdidéxt to this model an AR1
model and a two-step mixed model are tested angbared to the ARW model using
data for 8 EU countries using data for the peri®@422007. The results indicate that
the mixed data models generally dominate the ARW AR1 model for the three
budgetary indicators. The same conclusions holdHerestimations concerning the
Belgian total revenues.

Finally, post-2009 forecasting models must somehbope with the shifts in the un-
derlying macroeconomic parameters due to the gesatssion (Ng & Wright, 2013).
They should identify transitory from permanent bmse affecting events and indicate
whether revenues are returning to the previouslitogmot.



3  TheFlemish Stamp Duties

Stamp duties represent the Flemish region’s mopbitant regional tax. According
to the Flemish Budget this tax was expected taly@dl, 952 billion in 2013, or 37.6%
of total revenues out of regional taxes. The taevged on different types of transac-
tions, but the taxes collected at the moment ofttwuisition of property are generat-
ing most of the revenues. Stamp duties were trenesfdrom the federal government
in 1989 but only from 2001, the Flemish governmeas in charge of the tax base as
well as the tax rate and the corresponding reveriiese 2001 the Flemish govern-
ment on several occasions launched stamp dutiesmsf In 2002 the tax rate was
reduced from 12.5% to 10 % for regular sales ofpprty and from 6% to 5% for
sales of property characterized by an imputed irgetior to €745. From 2001 and
onwards, citizens were allowed to compensate ti@stduties paid in the past up to
€12500, when buying the next property. At the sammment, tax base reductions
were introduced for property meant to be a familyrsicipal place to live. In 2007
the government increased these tax base redudtioms€12500 to €15000. Since
2009 citizens were given an extra tax base reduciio top of the existing ones in
case the home was financed by means of a mort§amare 1 illustrates the increas-
ing trend in the revenues for the period 2004-2@88 financial crisis impact is most-
ly observed in 2009, but since 2010 the trend beswvered its previous path.

Although the stamp duties are a regional tax, upoww, fiscal revenues were project-
ed by the federal Ministry of Finance. A specifix Elasticity was used for 8 tax cat-
egories, among which the stamp duties. Revenuexdsts were derived from the
underlying trend of a small set of exogenous mamnemic variables (Lenoir &
Valenduc, 2006).

4 Data

For the purpose of comparison, estimations areriably based on data covering the
20 year period 1994-2013, though for some of thealées longer time series are
available. We work with a set of disaggregated mignand quarterly data of fiscal

and macro-economic variables.

More specifically, the fiscal data on Stamp Dut{®) were made available by the
Finance Federal Public Service. All other seriespart of the database of the Nation-
al Bank of Belgium. We transform the data by takihg logarithm of the Stamp Du-

ties, GDP, Saving Deposits (SDP) and the value¢aaks held by individual investors

(STOCKS). Moreover, we make use of consumer conidd CONF), mortgage rates
(IR), and unemployment rates (UR). Furthermorejnerpolate GDP, saving depos-
its and the value of stocks held by individual istees for the analysis to obtain

monthly data as these series are only availabke querterly basis.



Out-of-sample forecasts are generated based onnbotithly and quarterly data for
the evaluation period 2007-2013. For the modelsnaseéd with monthly data 24 step
ahead forecasts were generated. When using theegyatata 8 step ahead are com-
puted. In addition, higher frequency forecasts als® aggregated to quarterly and
yearly data when examining the performance of thdets.

5 M ethodology

Several types of models were explored. First artteal univariate AR and
(E(G))ARCH time series models were estimated. Basethat outcome, more theory
driven multivariate ADL, VAR and VEC models werestied. In addition, models
with lagged macro-economic variables and withoubm@agressive terms were com-
puted. Due to the logarithmic transformation of Wagiables, the coefficients of these
models can be interpreted as the elasticity ofettlanatory variables such as GDP
on the stamp duties revenues. We therefore reféhese models as the “elasticity
models”. Following Stock & Watson (2004) combinatiforecasts were generated to
further increase forecasting accuracy. Furthermooeform the recommendation of
Stock and Watson simple weights such as averageofmbination of the forecasts
were adopted (Stock & Watson, 2004, p. 428).

Model selection was based on the in-sample perfocmavhich was indicated by the
Akaike Information Criteria (AIC), the mean percage error (MPE), the mean abso-
lute percentage error (MAPE), and the root meamsglipercentage error (RMSPE).
The same set of evaluation criteria are appliedi¢ntify the out-of-sample perfor-

mance of the models. The MPE error is informatibewd the over- or underestima-
tion of the forecasts over the complete evalugpierniod 2007-2013. Especially, over-
estimation is very precarious in a budgeting cantélke MAPE shows how much the
forecast deviate in absolute terms from the redliavenues. Contrary tot the MPE,
there can be no cancelling out of under- andesténations. Finally, the RMSPE is
reported. This measure more strongly penalizegeldeviations, which is desirable
when forecasting tax revenues.

While using both monthly and quarterly data, thefgrenance of the models can be
compared using different frequencies for the modéle maximum lag length is
limited to three years, corresponding to 12 lagsdoarterly data, or 36 lags for
monthly data. When performing out-of-sample forézagth the ADL and Elasticity
models, additional estimations of the future valaéshe macro-economic variables
in the models are needed. When GDP is included,ddta come from the GDP
“Spring” and “Autumn” forecast of the European Coission. Other series were
extended based on the most effective AR modelcdor@ance with the AIC.

A three step procedure was followed to come up wWith best performing models.
The method is illustrated using quarterly datast-ithe model is selected with the
appropriate number of lags following the AIC. Irttfiathis process is iterated when an



extra variable is added, and this is done for iffiéiEnt techniques. This results in 60
different models chosen on the goodness of tharfit parsimoniousness. Second,
out-of-sample forecast are performed for the evalogeriod 2007g1-2013g4, going
from one period ahead forecast, up to a forecastimgon of two years. The starting
point is the estimation sample covering the pefi®84ql up to 2004g4; this is grad-
ually expanded with one quarter at a time. Perehault-of-sample forecast from all
different horizons (t-1,t-2,...,t-8) for every periaddthe evaluation sample were gen-
erated. As a result, the average deviation of tinechsted and realized revenues for
the period 2007q1 to 201394 was calculated, argdvthis done for all different fore-
casting horizons separately. Third, the forecasteewhan aggregated on an annual
basis and the model with the lowest RMSPE wastalefor a horizon of one year
(short term) and two year (medium term) per techeidrhis results in a selection of
10 models using six different techniques. In additia combination forecasts based
on the best performing models to predict the taemees is set up.

6 Empirical Results

Table 1 and 2 show the empirical results for theedasted stamp duties revenues
using respectively quarterly and monthly data. Btathles show, for the different
types of models, the root mean squared percentage(BRMSPE), the mean absolute
percentage error (MAPE) and the mean percentage @WPE) for the out-of-sample
forecasting period and the in-sample period. That @ criteria calculate the average
forecast accuracy, the latter the average levelef- or underestimation of the fore-
casts. For the out-of-sample forecast period andigtn was made between 1-year
ahead forecasts (Step 1) and 2-year ahead forg&sfs 2). The 1-year and 2-year
ahead forecasts are calculated by aggregatingaglyagnd monthly forecasts into
yearly forecasts. See Section 5 for detailed exglans on how the forecasting mod-
els are selected.

Looking at the individual forecasting models in Tealh (model 1 to 10), ADL models
perform the best based on the RMSPE measure. Balsimple autoregressive model
with one lag seems to slightly outperform the hmstorming ADL model for the 2-
year ahead forecasts. ARCH models and the morenaddamultivariate models (es-
pecially VEC) perform badly with RMSPE measuresto®2-3 times as high as the
best performing model, especially for the 1-yeagamhforecasts. We further see that
out of sample forecast accuracy deteriorates sotisis for the medium term fore-
cast horizon (2nd year). If we look at the lasethrows of the table, we see that com-
bination forecasts generally improve the forecastueacy for both horizons. More
specific, combining all models delivers the highasturacy for the medium term
forecast horizon. Combining all AR, ADL and ELASTodels improves the short-
term forecast accuracy. A possible explanationh& tombination forecasts offer
‘diversification gains’ as negative and positiveeftast errors are averaged out (see,



among others, Timmermann, 2006 general, the results are in line with findinds o
Favero & Marcellino (2005) that simple forecastimgpdels and combined forecasts
outperform more complicated specifications.

The results based on the MAPE measure are momssrcbnsistent with the results
based on the RMSPE measure, though the outperfeemainthe combination fore-
casts is more outspoken. The latter confirms thatlining individual forecasts result
in less dispersed forecasts. We further see tlaglsticity models substantially im-
prove in performance (relative to using the RMPS&asure), which suggests that
elasticity models generate less extreme foretasts

It is also instructive to look at the MPE measusédtagives us an indication whether
the forecasting model systematically over predfptssitive MPE) or under predicts
(negative MPE) stamp duties. VEC models generalgr redict stamp duties which
is undesirable from a policy point of view. Meancprg errors are close to zero for
the combination forecasts. Also for AR models thBBMis rather low. (EG)ARCH
models and ADL models generally under predict taep duties and hence are more
conservative.

Finally, the results for the in-sample forecasts iarline with the results for the out-
of-sample forecasts. ADL models and combinatiordast perform the best.

In general, we can conclude that the combinatioedasts outperform in terms of
forecasting accuracy. An additional advantage ef ¢dbmbination forecasts is that
they slightly underestimatethe stamp duties, wisctiesirable for policymaking pur-
poses. VEC models perform the worst, especiallthag greatly over predict stamp
duties.

Table 2 shows the empirical results for forecastitegnp duties using monthly data.
The results are more or less consistent with thelteof Table 1. Striking is the good
performance of the simple AR model (4 lags) forhbtite short and medium term
forecast horizon. This model even outperforms tbelmnation forecasts. Adding

economic variables to this AR model (ADL model) sioeimprove the forecast accu-
racy. On the contrary, for the medium term foretesizon, forecast errors are up to
3 times higher. This might be due to the fact that ADL models need forecasts of
economic variables as input. This potentially isliad noise to the model. The AR

model is also conservative as it generally undenasés stamp duties (see MPE). In
sum, this results in the conclusion that simpléentetical models outperform theory
driven models and more complex models when foremastamp duties using higher
frequency data.

1 Another reason is that individual forecasts dfeceed differently by structural breaks (note

that we have a structural break in 2005 due toréddiscal reforms, see section 3). Some
models will not adapt quickly enough to account $tnuctural breaks. Combination fore-

casts account for that and the instability of indlial forecasting models (e.g. Timmermann,
2006; Stock and Watson, 2003).

Note that using the MAPE measure high forecastrg((in positive and negative sense) are
given less weight.



7 Conclusions

New EU regulation urged EU Member states to inegsh more in reliable and time-
ly forecasts. In addition more strain is put onratibnal governments to control the
underlying determinants affecting revenues and mediperes. This is of particular
importance for the Belgian regional governments.afAgesult of the 6 consecutive
State reforms, these regional governments are dgacomsiderable taxing powers.
However, up to now, specific tax revenue forecgstinodels are lacking. Conse-
quently, policymakers are not able to make religistegnoses concerning the effects
of fiscal shocks or policy measures.

In this paper we evaluate models for the forecgstih one of the most important
Flemish taxes, i.e. stamp duties, using quartarimonthly data. For the purpose of
comparison, estimations are based on data covénmgperiod 1994-2013, Several
types of models were explored. First a-theoretigalariate AR and (E(G))ARCH

time series models were estimated. Based on thebme, more theory driven multi-
variate ADL, VAR and VEC models were tested. Iniidd, models with lagged

macro-economic variables and without autoregredsitras were computed.

The models based on quarterly data reveal thatdhwination forecasts outperform
the outcome of the other models tested. In additismg monthly data, simple AR
model (4 lags) show impressive performance for kbth short and medium term
forecast horizon. This models even outperform thenation forecasts. Our find-
ings are in line with the results of Favero & Mdlice (2005) who show that simple
forecasting models and combined forecasts outparfoore complicated specifica-
tions.



References

Apergis, N., & Cooray, A. (2013). Forecasting fiseariables: Only a strong growth
plan can sustain the Greek austerity programs-Beilérom simultaneous and struc-
tural models. Available at SSRN 2265694.

Asimakopoulos, S., Paredes, J., & Warmedinger,2018). Forecasting fiscal time
series using mixed frequency data (No. 1550). EesiopCentral Bank.

Bretschneider,S.1.& Schroeder,L. (1988). EvaluattdrCommercial Economic Fore-
casts for use in Local Government Budgeting. Irdgomal Journal of Forecast-
ing,4:33-43.

Buettner, T., & Kauder, B. (2010). Revenue ForengdPractices: Differences across
Countries and Consequences for Forecasting Perfmenéiscal Studies, 31(3):313-
340.

ESM Treaty. (2012). Treaty establishing the Europ8tability Mechanism, Brussels,
1 February 2012.

European Commission. (2011). Richtlijn 2011/85/eun e Raad van 8 november
2011 tot vaststelling van voorschriften voor de rodggskaders van de lidstaten,
Publicatieblad Nr. L 306 van 23/11/2011 blz. 0040047.

European Commission. (2012). Public finance inEMiJ-2012. European Economy,
4-12,329 p.

Eyraud, L., & Badia, M. M. (2013). Too small tolfaSubnational spending pressures
in Europe (No. 13-46). International Monetary Fund.

Favero, C. A., & Marcellino, M. (2005). Modellinghad Forecasting Fiscal Variables
for the Euro Area. Oxford Bulletin of Economics a®tistics, 67(s1): 755-783.

Feenberg,D.R., Gentry,W.M., Gilroy,D. &. Rosen,H¥89). Testing The Rationali-
ty of State Revenue Forecasts, Review of EconoamdsStatistics, 71: 300-308.

Gentry, W.M. (1989). Do State Revenue Forecastditzé Available Information?.
National Tax Journal, 42:429- 439.

Ghysels, E., & Ozkan, N. (2012). Real-time predics of US federal government
budget: Expenditures, revenues and deficits. UNGakeFlagler Research Paper.

Hallett, A. H., Kuhn, M., & Warmedinger, T. (2012)he gains from early interven-
tion in Europe: Fiscal surveillance and fiscal piag using cash data. European
Journal of Government and Economics, 1(1): 44-65.



Krol, R. (2013). Evaluating state revenue forecastinder a flexible loss function.
International Journal of Forecasting, 29(2):282-289

Leal, T., Pérez, J. J., Tujula, M., & Vidal, J. [®008). Fiscal Forecasting: Lessons
from the Literature and Challenges. Fiscal Studi@§3): 347-386.

Lenoir, T., & Valenduc, C. (2006). Révision de leéthode macro-économique
d’estimation des recettes fiscales. Bulletin deudeentation, 66(1):97-214.

Lutkepohl H. (2010). Forecasting aggregated tinteesevariables: A survey. Journal
of Business Cycle Measurement and Analysis, 2: 37-6

Ng, S., & Wright, J. H. (2013). Facts and Challenffem the Recession for Forecast-
ing and Macroeconomic Modeling. Journal of Econohiferature, 51(4):1120-1154.

Onorante, L., Pedregal, D. J., Pérez, J. J., &@ign S. (2010). The usefulness of
infra-annual government cash budgetary data faafiforecasting in the euro area.
Journal of Policy Modeling, 32(1):98-119.

Pedregal, D. J., & Pérez, J. J. (2010). Shouldtgumrgovernment finance statistics
be used for fiscal surveillance in Europe?. IntBomal Journal of Forecasting,
26(4):794-807.

Rekenhof. (2014). Onderzoek van de Vlaamse begyatbor 2014, Verslag van het
Rekenhof aan het Vlaams Parlement, Brussel.

Rodgers,R. & Joyce,P. (1996). The Effects of Unmlexdasting on the Accuracy of
Revenue Forecasts by State Governments. Public fistmgition Review, 56: 48-56.

Silvestrini, A., Salto, M., Moulin, L., & VeredaB. (2008). Monitoring and forecast-
ing annual public deficit every month: The caseFoénce. Empirical Economics,
34(3): 493-524.

Stock, J. H., & Watson, M. W. (2003). Forecastingtgdit and Inflation: The Role of
Asset Prices. Journal of Economic Literature, 41{88—-829.

Timmermann, A. (2006). Forecast combinations. Hao#ttof economic forecasting,
1, 135-196.

Van Hecke, A. (2013). Het Europese begrotingskafede interne verdeling van
begrotingsinspanningen binnen een federale staatientatieblad FOD Financién
73(2):165-192.



Vlaams Parlement.(2013). Beleidsbrief FinanciénBagroting Beleidsprioriteiten
2013-2014,stuk 2213 (2013-2014) - Nr. 1.



Table 1. Forecasting Performance for Quarterly Data

This table reports for different types of models thot mean squared percentage error (RMSPE), #aa mbsolute percentage error (MAPE) and the memeptage
error (MPE) for the out-of-sample forecasting peramd the in-sample period. For the out-of-sampiedast period we make a distinction between 1-ghaad fore-

casts (Step 1) and 2-year ahead forecasts (St@h&)l-year and 2-year ahead forecasts are caduigtaggregating quarterly forecasts into yeangdasts. In-sample
error measures are calculated on the disaggreggederly’ forecasts. The selection of models xplained in Section 5. The column “specificationedal” shows

which variables are used to forecast. Between letacke report the lags that are included in theehod

Model | Technique Specifications model Out-of-sample In-sample
RMSPE MAPE MPE RMSPE MAPE MPE

1 Step 2 Step 1 Step 2 Step 1 Step 2 Step Quarterly
1 AR AR(1) 5.28% 8.30% 4.58% 7.43% 2.59% -0.35% 7.18% 5.81% -1.07%
2 AR AR(1,3,10) 4.33% 9.64% 3.82% 7.41% 0.57% -0.42% 6.61% 5.26% -0.90%
3 (EG)ARCH ARCH(1) 9.31% 11.51% 8.73% 10.68% -6.07% -8.35% 21.69% 14.75% 8.06%
4 ADL AR(1,3),GDP(1,3,4),CONF(9) 3.13% 9.68% 2.88% 7.86% -1.41% 0.18% 5.41% 4.16% 0.25%
5 ADL AR(1,3),GDP(1,3,4),CONF(4,9) 3.69% 8.34% 2.96% 7.26% -2.66% -4.22% 5.79% 4.41% -1.42%
6 VAR VAR(1,2,4),GDP,IR 6.20% 9.35% 5.17% 6.66% 0.94% 3.72% 5.54% 4.26% 0.15%
7 VEC SDP(1-6) 8.09% 12.84% 6.54% 10.96% 6.39% 10.24% 21.38% 17.33% 1.88%
8 VEC STOCKS(1-7) 7.58% 14.37% 6.74% 9.27% 1.42% 4.86% 15.79% 12.55% 0.17%
9 ELAST. GDP(1),CONF(9) 3.47% 9.70% 2.87% 7.65% 0.03% 1.44% 6.17% 5.04% 0.19%
10 ELAST. GDP(1),CONF(9),IR(2),UR(3) 4.39% 8.48% 3.50% 7.54% -2.51% -4.88% 5.43% 4.54% 0.15%
11 Comb. FC All models 3.61% 7.91% 3.24% 5.77% 0.03% 0.41% 6.97% 5.40% 0.75%
12 Comb. FC All AR, ADL and ELAST. 3.00% 8.32% 2.66% 6.73% -0.39% -1.07% 5.48% 4.38% -0.47%
13 Comb. FC ALL ADL and ELAST. 3.15% 8.29% 2.50% 6.84% -1.38% -1.41% 5.26% 4.22% -0.21%

adfa, p. 15, 2011.
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Table 2. Forecasting Performance for Monthly Data

This table reports for different types of models thot mean squared percentage error (RMSPE), #aa mbsolute percentage error (MAPE) and the meaeptage
error (MPE) for the out-of-sample forecasting peramd the in-sample period. For the out-of-sampiedast period we make a distinction between 1-ghaad fore-
casts (Step 1) and 2-year ahead forecasts (St@&)1-year and 2-year ahead forecasts are cadulgt aggregating monthly forecasts into yearlgdasts. In-sample
error measures are calculated on the disaggregatmtthly’ forecasts. The selection of models is leiped in Section 5. The column “specifications lbdshows

which variables are used to forecast. Between letacke report the lags that are included in theehod

Model | Technique Specifications model Out-of-sample In-sample
RMSPE MAPE MPE RMSPE MAPE MPE

1 Step 2 Step 1 Step 2 Step 1 Step 2 Step Monthly
1 AR AR(1-4) 2.53% 3.04% 2.11% 2.55% -0.59% -2.46% 10.55% 6.85% -0.44%
2 (EG)ARCH ARCH(1) 9.45% 12.32% 8.77% 11.50% -5.95% -8.63% 24.48% 16.48% 9.30%
3 ADL AR(1,2,3,7,8,9),GDP(2,5) 3.63% 9.87% 3.32% 7.99% -2.45% -0.09% 9.59% 6.21% 0.48%
4 ADL Model 3 + CONF(26),IR(4),UR(23) 4.29% 8.10% 3.54% 7.17% -2.99% -2.85% 8.98% 5.93% 0.52%
5 VAR VAR(12),GDP,UR 5.13% 10.88% 4.37% 6.73% 1.41% 3.94% 11.03% 7.03% 0.51%
6 VEC SDP(1-12) 6.97% 8.89% 4.06% 6.71% 3.91% 6.65% 31.73% 22.57% 3.52%
7 VEC STOCKS(1-12) 3.69% 14.59% 2.92% 12.09% 1.20% 1.87% 31.75% 22.59% 3.50%
8 ELAST. GDP(2),CONF(12),IR(12),UR(12) 4.35% 8.56% 3.67% 7.32% -3.52% -3.72% 10.26% 7.00% 0.46%
9 Comb. FC All models 3.09% 7.50% 2.90% 5.98% -1.12% -0.66% 13.28% 8.46% 2.23%
10 Comb. FC All AR, ADL and ELAST. 3.04% 6.73% 2.56% 5.69% -2.39% -2.28% 9.46% 6.09% 0.26%
11 Comb. FC ALL ADL and ELAST. 3.69% 8.58% 3.17% 7.13% -2.99% -2.22% 9.37% 6.13% 0.49%




Fig. 1. Evolution Flemish stamp duties revenues (1994d1389) (in millions €)
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Fig. 2. Out-of-Sample Mean Average Percentage Errors t@rt@rly Data

The figure shows the magnitude of the MAPE on déifeé forecasting horizons. We see that the ersasri
when the forecasting horizon enlarges. Some magdlbit steeper rises of the forecasting error rimean
that these models are less suited for longer fetemphorizons.
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